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We present an alternate version of the undergraduate laboratory experiment developed by Dixon
#Am. J. Phys. 75, 1038–1046 !2007"$ that is suitable for second-year students. We study the
temperature variation of the capacitance of a ferroelectric ceramic derived from barium titanate, the
Ba!Ti0.9Sn0.1"O3 solid solution. The ratio of tin to titanium is chosen to provide a convenient Curie
temperature near 50 °C. Using careful temperature control and real-time capacitance measurements,
we track the time evolution of the capacitance in response to temperature changes at 5 Hz for runs
that last up to a day. At temperatures well above the Curie temperature, TC, the capacitance
relaxation is well-described by a single exponential decay. Near TC, the relaxation is linear in the
logarithm of time over more than three decades. For T!TC, the permittivity deviates from the
Curie–Weiss law and follows another phenomenological form commonly used to describe relaxor
perovskite-ceramic capacitors. © 2007 American Association of Physics Teachers.
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I. INTRODUCTION

Over the last few decades, an extraordinary rate of tech-
nological growth has led to significant advances in computer
hardware and software, as well as associated hardware such
as data acquisition devices !DAQs". While such advances
have transformed the technological world we live in, they
have had rather less impact on physics instrumentation and
physics experiments, particularly on those used for under-
graduate instruction. While books and articles describing
some of these advances in the context of undergraduate
physics labs have been written,2,3 they only touch the surface
of possibilities that have been created. In addition, the very
rapid advance in technology has meant that even relatively
recent books, such as that of Essick,2 do not reflect signifi-
cant possibilities now available for creating experiments that
once would have been possible only at a more advanced
level.

In this note, we describe an experiment that measures the
real part of the dielectric permittivity of a ferroelectric ma-
terial as a function of both time and temperature. It differs
from traditional versions of similar experiments4,5 in forgo-

ing specialized instrumentation—temperature controllers,
function generators, impedance analyzers, and the like—in
favor of general-purpose DAQs and signal conditioning elec-
tronics with a computer implementing the instrumentation in
software. Our experiment was inspired by the work pre-
sented by Dixon in the related note in this issue.1 In our
version, we substitute a custom-synthesized ferroelectric ce-
ramic for the commercial capacitor used in Ref. 1. The cus-
tom material has a more convenient Curie temperature !tran-
sition between paraelectric and ferroelectric phases".6 Also,
we have developed the lab for a second-year undergraduate
course, with no electronics prerequisite, while the experi-
ment in Ref. 1 was designed for third-year students who have
taken a first electronics course. A more detailed discussion of
the differences between the two approaches is provided in
Sec. VI.

While the ferroelectric-capacitor experiment is interesting
in its own right—opening windows to the worlds of phase
transitions, critical phenomena, complex relaxational dynam-
ics, and more—our overall goal is to give an exemplar of the
type of experiment that can be created using modern design
principles and present-day technology. We use a stripped-
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down apparatus, consisting simply of a data acquisition de-
vice !DAQ", a preamp that was actually a part of the DAQ,
and a power amplifier. Compared to previously published
designs for the undergraduate lab, e.g., Refs. 4 and 5, our
design is cheap and simple to make. Making many copies of
the set-up to accommodate larger classes where all students
do the same experiment in parallel then becomes feasible. By
leveraging the power of present-day computers, our design
outperforms in some ways commercial research equipment
that costs a hundred times more. It is particularly satisfying
that, although the physics touched on by this experiment is
complex enough to remain topics of active research, we have
implemented this lab successfully at the second-year under-
graduate level. While many issues must be approached in a
qualitative, intuitive way, we can nonetheless show begin-
ning students some of the power and, we hope, the excite-
ment of building and carrying out a sophisticated experiment
with modest technical means.

II. EXPERIMENTAL SET-UP

In this section, we briefly describe the experimental set-
up, calling attention to some of its most important and origi-
nal features. Those readers interested in actually building and
implementing the experiments described here should consult
the supplementary material.23 Our description of the tem-
perature regulation is more detailed, as control theory is an
important subject that usually gets short shrift in physics
courses. Also, our implementation of temperature control
deals with a number of subtle points that are not usually
discussed.

Sample preparation. One of the major differences in our
version of the experiment relative to that of Ref. 1 is the use
of a custom-made ferroelectric material. Being able to pre-
pare or synthesize the material used has several advantages:
The dielectric material of commercial ceramic capacitors
shows a very broad peak near room temperature. In our ma-
terial, the peak is tuned, by substitution of Sn4+ for Ti4+, to
occur near 50 °C, allowing us to explore both sides of the
transition. The transition is also noticeably sharper than that
of a commercial capacitor. The disadvantage of using a cus-
tom material is that it takes time and a modest amount of
money to make special materials, but this burden is not
placed on the students.

Sample assembly. The sample-assembly protocol was de-
veloped and the samples assembled by Jeff Rudd. The main
challenges were to provide mechanical robustness so that the
sample could survive sometimes-rough handling by students,
give good thermal contact between the heater and both the
thermistor and capacitor, and be able to withstand the re-
peated heat shocks created during heating and cooling
cycles. Details are given in the supplementary material.23

Power amplifier. The output from the DAQ’s A/D con-
verter is not nearly enough to drive the heater. While Ref. 1
makes the construction of a power op-amp a part of the stu-
dents’ task, our students have not yet taken an electronics
course and we thus needed to provide an amplifier that could
handle the heater’s load. Because we wanted 25 set-ups, it
was far cheaper to design and build our own circuit than to
buy a commercial product. The power amplifiers were built
in our electronic shop following a design based on a single,
high-power operational amplifier.

III. TEMPERATURE CONTROL

Temperature control is an important part of the lab. At the
beginning, we ask students to measure the capacitance of the
sample using the capacitance meter of an ordinary digital
multimeter !without shielding the sample from air currents".
The sensitivity to temperature variations reaches !1/C"
"!dC /dT"%0.1/ °C at the steepest parts of the C!T" curve,
which is large enough that readings drift continuously on a
three-digit digital multimeter. This point may be further em-
phasized by gently touching the capacitor or by breathing on
it.

Having motivated the need to control temperature in order
to get a reasonable measurement of the capacitance, we have
the students set up a temperature-control loop. This actually
occurs over two laboratory sessions of three hours each. We
believe that the importance of control concepts, coupled with
the pedagogical effectiveness of the setting here, justifies the
time spent. Because the sample has a low mass !%5 gm" and
because the heater is powerful !3.7 W", the temperature
changes quickly when the heater power is changed, up to
3 °C/s. The rapid response makes it easy to observe the
effects of changes in the control loop on the performance of
the regulation.

A. Characterization of the thermal system

In the first session, the students characterize the thermal
part of the sample system. They first calibrate the thermistor
signal, establishing a relationship between its temperature
and the voltage across it, when the thermistor is placed in
series with another resistor. Having calibrated the input, they
do the same with the output, establishing a relationship be-
tween the DAC voltage and the power across the heater re-
sistor. It is important to work with the output power rather
than the DAC voltage, as is usually done. This makes the
relationship between the input and output variables of tem-
perature and power a linear one. As we discuss below, it is
much easier—and the results are much better—when one
controls a linear system rather than a nonlinear one.

After linearizing the thermal system, students explore the
effects of averaging readings, measuring time series of tem-
perature readings, with each reading the average of N read-
ings taken at 48 kHz, the maximum allowed by the DAQ.
For small N, the standard deviation of successive readings
decreases as &N: more averaging decreases the measurement
noise. Eventually, for large enough N, the deviation begins to
increase as one begins to average over real variations in tem-
perature. At N=2000, which corresponds to an averaging
time of just under 40 ms, the read noise is about 0.5 mK.
The choice of N is a compromise between the benefits of
signal averaging and the need to respond to temperature
variations due both to the environment and the heater.

B. Implementation of the temperature control loop

In the second laboratory session, the students build and
implement a temperature-control loop in software. Again, in
the last few years, there has been a nearly complete adoption
of digital control loops which replace the dedicated electrical
circuits of analog design.8 Because students do not have ac-
cess to LabVIEW or to the experimental apparatus outside of
the lab session, we supply a PID module written in Lab-
VIEW. The module, however, is easy to explain and we go
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over it in class. !The main complication is the use of a shift
register." The students, however, program the connections to
the sub-VI, as well as the temperature input, signal averag-
ing, and heater output. The sub-VI implements standard
discrete-time PID control

Pn = − 'Kpen + Ki!Intn" +
Kd

#t
!en − en−1"( , !1"

where Pn is the power output at time n#t; Kp, Ki, and Kd are
the proportional, integral, and derivative gains, respectively;
and en and en−1 are the error signals at times n#t and !n
−1"#t. Here, #t is the sampling time, 200 ms. Prior to evalu-
ating Eq. !1", we calculate the integral term Intn using the
trapezoidal rule

Intn = Intn−1 +
#t

2
!en + en−1" . !2"

We also protect against integral windup9 by not updating the
integral term when the calculated output power would ex-
ceed the maximum !3.7 W" or be less than the minimum
!0 W". Finally, the integral term is set to zero if Ki=0, to
prevent saturation when the integral gain is first turned on.

We note that this temperature-control algorithm is already
more sophisticated than many commercial controllers. In
particular, while some controllers offer the possibility of lin-
earizing a thermistor signal, we do not know of any stand-
alone controllers that linearize the power output. If the volt-
age rather than the power were output, the optimal PID
coefficients would be different at different temperature set-
points. Since we want to sweep through a wide range of
temperatures without having to readjust the PID coefficients,
this would be an important limitation. Perhaps more impor-
tant, most stand-alone controllers do not provide for the kind
of low-pass filtering that we in effect do when averaging
2000 readings. The amount of noise limits the strength of the
derivative term that can be applied, while the strength of the
derivative term is crucial for improved performance. In the
end, the difference in performance is significant. While most
commercial controllers regulate to 0.1 °C, the controller here
performs to %0.001 °C, as shown below. The increased tem-
perature stability is not needed for measuring the basic C!T"
curve but is useful for exploring the slow internal dynamics
of the ferroelectric transition, as discussed in Sec. V A. The
performance of the temperature controller here is comparable
to that in Ref. 1; however, the controller of Dixon uses a
dedicated 6-1 /2 digit DMM, while ours uses only the stan-
dard analog input of our DAQ.

The bulk of the second session is then devoted to an ex-
ploration of basic concepts in control theory. As one of the
authors !JB" has argued elsewhere,9 control theory is an im-
portant subject that historically has not received its due in
physics courses. We believe that introducing the concepts of
a PID controller at the second-year level is valuable. Because
we do not assume that the students know Fourier analysis,
we keep the concepts informal and intuitive. But these are
already valuable. Specifically, we start with pure propor-
tional control and verify that, for low gains, the system
comes to an equilibrium at a temperature that is #T=a / !b
+Kp" below the set point, where a and b are empirically
determined. As the gain increases, there is an instability at a
critical gain Kp

*. The students track the performance of their
loop at different times by looking at the absolute range of

temperature fluctuations over a brief period, e.g., 30 s. Mea-
suring the performance of the control loop against some such
standard is the essential idea behind optimal control—here
introduced in a simple and natural setting.

Having measured the critical gain Kp
*, the students then

reduce Kp and introduce derivative gain, Kd. The derivative
term allows one to increase the proportional gain with a cor-
responding improvement of the control. Its value is limited
by the noise of the system, which is reduced by making each
“reading” the average over many temperature readings. Then
one introduces the integral term, Ki, which removes the “pro-
portional droop” !Ref. 9", allowing the system to settle to the
desired setpoint. Finally, one “touches up” the values of all
three parameters to optimize the control.

Figure 1 shows measurements of the thermistor tempera-
ture, after the PID parameters have been fine-tuned in accor-
dance with the above discussion. Figure 1!a" shows a time-
series of over 400 000 points collected at 5 Hz over an entire
day, with each point the average of 2000 measurements at
48 kHz. The series shows no diurnal temperature variation
and has a maximum excursion of 6 mK. Typical fluctuations
are much less, and the rms deviation is 1.16 mK. At lower
temperatures, the inability to cool the sample actively intro-
duces a nonlinearity in the feedback response that degrades
performance. At 30 °C, the typical performance is worse by
a factor of 2. This still easily meets the needs of the experi-
ment.

As good as the temperature control is, it could still be
better. Figure 1!d" shows the autocorrelation function of the
temperature deviations and points the way to a more sophis-
ticated analysis. The autocorrelation shows the response of
the system to perturbations and can also be explored by
manually perturbing the temperature, e.g., by momentarily
disconnecting the heater from the amplifier. One can clearly
see the influence of the system’s dynamics. In Fig. 1!d", the
response is slightly more underdamped than it should be. If
overshoot is allowed, the fastest response is one that over-
shoots once and then relaxes monotonically. Here, there is a
small second overshoot. In the autocorrelation function, sen-
sor noise from the input shows up as noise on the DAQ
output that is input to the system. Such notions are not pur-
sued in our second-year version of the lab but could be in a
more advanced version. By correlating the temperature out-
put with the power input, one can measure the frequency
response of the dynamical transfer function and then design a
matching control loop in frequency space.9

A second limitation of the temperature-control system is
that the thermal stability of the thermistor is not the same as
the thermal stability of the capacitor one is interested in.
Because the thermistor and capacitor are located symmetri-
cally about the heater and are in good contact with it, first-
order temperature variations can be eliminated by choosing
equal masses for the two components. With good insulation
from the environment, second-order variations can be small.
In our implementation, however, the masses are not perfectly
matched, and we use only a small piece of transparent tubing
to shield the system from air currents. While using transpar-
ent insulation makes for good pedagogy—students can see
the components as they work on them—it leads to larger
thermal gradients. From the intermediate-scale variations of
capacitance, as seen in Fig. 2!a" below, we estimate that the
capacitor has temperature variations of 30 mK over the time
scale of tens of minutes, which we attribute to variations in
the thermal load caused by air currents and the overall tem-
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perature variations of the laboratory room. For the experi-
ments reported here, such variations are much smaller than
the 100 °C temperature range that is probed in large steps of
1 °C. See the supplementary material for more discussion.23

IV. DATA ACQUISITION AND ANALYSIS

One important feature of this experiment is the structure of
the data acquisition and analysis programs. We separate the
two functions by using one program, written in LabVIEW,10

for data acquisition and another, written in Igor Pro,11 for
analysis.

The data acquisition is written using a simple state-
machine architecture, a “real-time, interrupt-driven” style of
programming that most students have not encountered be-
fore. The essence of such a program is that everything is
synchronized to a master clock, here running at 5 Hz. Each
time the program cycles through the main loop, it takes a
number of actions based on the state of the program, includ-
ing those influenced by external data. Details are given in the
supplementary material.23

V. RESULTS

While the first two laboratory periods are devoted to char-
acterizing the thermal properties of the sample and to learn-
ing how to control temperature, the last two are devoted to
the capacitance measurements. In the third session, the stu-
dents put together the circuitry for measuring capacitance at
a fixed temperature. Time permitting, they explore the slow
relaxation effects present in such measurements. In the
fourth session, the students write a program to sweep the
temperature, measuring capacitance, in order to construct full
C!T" curves.

A. Capacitance at constant temperature

In the third lab period, students learn to measure the ca-
pacitance at a fixed temperature. We begin with an example
of a typical capacitance discharge curve. Figure 3 shows data
from a RC decay, along with a fit to a single exponential. As
the residuals and the semi-logarithmic plot in the inset show,
the fit is nearly, but not quite, well-described by a single time
scale. In this experiment, we fit all the data by a single ex-

Fig. 1. Performance of the temperature control system. !a" Raw time series: one day’s worth of data, acquired at 5 Hz. !b" Detail of !a". !c" Histogram of data
in !a" showing Gaussian distribution of fluctuations. !d" Autocorrelation function of temperature deviations, showing rapid stabilization when perturbed.
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ponential, neglecting the small nonexponential deviations ex-
plored in Ref. 1. In Fig. 3, the value of the decay constant
inferred from the fit to an exponential over the whole range
of 0 to 4 ms in the primary figure differs by less than 1%
from that inferred from the fit shown in the inset, which
covers only the linear portion of that plot.

The ability to record long stretches of data allows one to
explore the dynamics of how the capacitance relaxes to its
equilibrium value. Naively, one expects that the value of the
capacitance measured via RC decays, such as the one shown
in Fig. 3, would follow any temperature changes. Following

a step in the temperature set-point, the thermistor tempera-
ture stabilizes to 5 mK within 30 s. The striking observation,
though, is that the measured times constants of the RC decay
change over much longer times, implying that processes in-
trinsic to the capacitor itself have long time scales. Figure 2
shows time-series of measured capacitance values taken at
two temperatures, 120 °C and 55 °C, near the paraelectric-
ferroelectric transition temperature. Both time series begin
one minute after a jump in the temperature set-point. At the
higher temperature, the relaxation is a small effect, about
1%, and is well-fit by a single exponential with a time con-
stant of 1.1 h. Near the transition temperature, the relaxation
is much stronger and slower. In Fig. 2!b", the capacitance
relaxes nearly 20% over the course of a day. Figure 2!c"
shows that the relaxation is approximately logarithmic in
time, or linear in log t, with an “aging rate” of 4.3%/decade.
A stretched exponential form also fits well. After a day, the
relaxation shows little sign of saturation. Such large aging
effects in ferroelectric materials such as the barium-titanate-
tin-based solid solution explored here were discovered in the
late 1940s and extensively explored in the 1950s.12 While
there is some agreement that the long time scales reflect a
wide distribution of relaxation times associated, in particular,
with the ferroelastic effects produced by the cubic-tetragonal
structural transition associated with the paraelectric-
ferroelectric transition, theoretical explanations and models
continue to appear to this day.13 The logarithmic decrease
has been followed for years.14 This raises an interesting
point—nice to discuss with students—about what “measur-
ing the capacitance” means when the value you obtain will
vary with the time you take for the measurement.

As an amusing aside, the variations in capacitance with
time are significant enough that manufacturers must take
them into account. The technical literature of one company
notes that manufacturers will reheat their capacitors above
the Curie temperature, thus resetting their aging properties,
just before shipping. The reset value is designed to be larger
than the target value so that, after ten days, the capacitance
will have drifted down to its specified value.15 Of course, the
value will continue to drift down, and after a long period of
time may be significantly lower—users beware!

Logarithmic relaxation—“aging”—is found in many other
complex systems. Examples include the density of a pile of
sand subject to periodic tapping,16 the Hall magnetization of
a high-temperature superconductor,17 and the volume of
glasses under pressure.18 Explaining the generality of loga-
rithmic decay in glassy systems remains a theoretical
challenge.19 Because of student time constraints, we have not
asked them to explore relaxation and aging in any detail. By
recording a few minutes of data, they see that the capacitance
dynamics are much slower than those of the temperature or
power. It would be better to do this at 120 °C, as shown
here, but the glue used in the current version decomposes
and becomes brittle at those temperatures. Exploring the very
long times, i.e., hours to days, associated with aging is awk-
ward since our students do not have access to the experiment
outside the one afternoon a week scheduled for the course. If
students have small amounts of time spread out over several
days, they could begin to explore some of the issues con-
nected with slow relaxations.

B. Temperature sweeps
In the fourth and final lab period, students complete the

LabVIEW program to sweep the temperature and then ex-

Fig. 2. Relaxation of capacitance. !a" Data at 120 °C. !b" Data at 55 °C. !c"
The decay is approximately linear in the logarithm of time over more than
three decades.

Fig. 3. Discharge of capacitor at 120 °C. The primary figure shows the data
points, along with a single exponential fitted to the data. The fit residuals are
shown at the top of the graph. The inset shows a semi-logarithmic plot of the
decay, with the long-time offset subtracted.
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plore the capacitance measured while increasing and de-
creasing the temperature. Since the slow relaxation effects
described above always lead to a decrease in capacitance, the
two curves will not bracket the equilibrium measurement.
Nevertheless, they illustrate how the measured capacitance
depends on the experimental protocol.

Figure 4 gives typical results from an upward sweep and a
subsequent downward temperature sweep in the range
30–100 °C. Because the LabVIEW program is set up as a
data logging program, all of the data, including transients,
are recorded to disk. The solid curve in Fig. 4!a" shows a
portion of the raw data for the increasing temperature sweep.
The loops are caused by the overshoot of the temperature
control when the set point is increased. The isolated markers
are “filtered” data: these are points that are selected offline
after the data collection is complete, in accordance with vari-
ous criteria. In Fig. 4!a", the markers are averages of 100
points taken over 20 s, selected only if the temperature over
the 100-point window has a standard deviation less than
0.01 °C and the standard deviation of the capacitance over
the same window is less than 0.03 nF. These conditions are
implemented in a simple “data filter” routine written in the
Igor programming language. Our protocol is to log the raw
data at 5 Hz, i.e., once each cycle of the main loop, and then
to process it later by averaging and selecting the stable
points. Its great advantage is that one can explore different
filtering criteria without having to retake data. Alternatively,
one would have to decide beforehand how long to wait be-
fore taking a data point. Here, one can revisit any criterion,
to decide afterwards the best filtering algorithm. The only
disadvantage is that more data must be stored, but this is not
a problem on current computers. In the end, our protocol is

just an updated version of the traditional method of recording
data on a strip chart and analyzing it afterwards. But here,
one can reach quantitative conclusions more easily and can
optimize the data filtering without redoing the experiment.

Figure 4!b" shows the main result: capacitance vs tem-
perature, for increasing and decreasing temperatures. The
raw data are acquired at f =5 Hz and filtered, as described
above. In the data shown, the program waits for 100 s at
each point, then increments the temperature by 1 °C. In
practice, students usually set the wait time at 30 s, in order to
keep the runs short !)35 min". Nonequilibrium effects are,
as a result, slightly larger than those shown in Fig. 4!b". The
raw data are then filtered, as described above. One immedi-
ately sees the effects of slow relaxations. Interestingly, the
largest differences between the heating and cooling curves
are observed in the vicinity of the capacitance peak. Since
the peak is associated with a weak first-order phase
transition,20 one expects particularly slow dynamics near the
transition temperature. Local parabolic fits to the peaks gives
a transition temperature of 49.0±0.2 °C, with the tempera-
ture difference between the peaks of the two curves coming
from the thermal hysteresis associated with this first-order
transition. Here the heterogeneous microdomains, each with
their own transition temperature, cause the hysteresis to ap-
pear as anomalously slow relaxation effects. The important
point is that neither curve is an equilibrium measurement.

The data in Fig. 4!b" suggest a divergence due to a second-
order phase transition. Because the grains and domains are of
finite size and because the curves are not equilibrium mea-
surements, a simple theory such as the Curie–Weiss descrip-
tion of a paraelectric-ferroelectric transition does not accu-
rately describe the data from “relaxor” materials such as that
used in this experiment. One can, however, use another phe-
nomenological law for T!TC:21

C!T" =
Cmax

1 + K!T − TC"$ , !3"

where TC is the transition temperature, Cmax is the capaci-
tance at the transition, K is an amplitude, and $%1–2. As
one can see, this phenomenological form fits our data well.
In Fig. 4!b", both the up and down data give $=1.40±0.01.
For temperatures greater than 200 °C, well beyond the maxi-
mum working temperature of this experiment, the capaci-
tance does seem to follow the Curie–Weiss law.22

Finally, note the hint of a “shoulder” in the C!T" data of
Fig. 4!b" below TC, at T%43 °C. This nearly hidden peak is
associated with another structural transition in the barium
titanate solid solution, from a tetragonal to an orthorhombic
lattice.7,21 The sequence of phases is inherited from that of
pure BaTiO3. This transition is seen more clearly in the
variation of the dielectric loss tangent as a function of tem-
perature, as shown in the supplementary materials.23

VI. DISCUSSION

While we have gone into a careful and fairly extensive
discussion of the physics of our ferroelectric material, we
emphasize that, in our version of this experiment for second-
year physics majors, we do not ask the students to consider
these questions in anywhere near this detail. Rather, the fo-
cus is on building the experiment, understanding its various
elements, and obtaining basic results—in particular, the C!T"
curve of Fig. 4!b". We dwell on other issues such as relax-

Fig. 4. Typical data from temperature sweeps. !a" Solid line: logged data,
including transients; markers show stabilized, “filtered” data used for analy-
sis. !b" Capacitance vs temperature, measured at 5 Hz and processed as
illustrated in !a". Solid lines in !b" are fits to Eq. !3".
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ation times for two reasons: first, even if the students are not
asked to go into great depth, it is useful for the instructors
and TAs to understand the issues. If nothing else, it will help
to answer the inevitable questions and to “debug” problem-
atic results. Second, we have tried to give points of departure
for students who have more time and would like to go into
greater depth. For example, one could study as a function of
temperature the relaxation of either voltage, as in Fig. 3, or
capacitance, as in Fig. 2. One could also look at the interplay
between the two: is there a link between the nonexponential
features seen in each decay? Looking at the form of each
kind of relaxation as a function of temperature would be a
way to approach this question.

It is instructive to dwell on some of the differences be-
tween the experiment presented here and the version of Ref.
1, as one sees how differing goals and constraints can lead to
differing outcomes. Both experiments explore the tempera-
ture dependence of the capacitance of a ferroelectric material
in an undergraduate setting. The important differences are as
follows:

• Custom capacitor material: This gives a more convenient
TC, allowing one to explore both the paraelectric and ferro-
electric sides of the transition, without needing to cool the
sample.

• Simplified temperature control: even without using a mul-
timeter, we can explore delicate material relaxation effects
requiring high temperature stability to observe.

• Data-logging structure of the code at 5 Hz: This allows
one to explore relaxation effects—for example, to distin-
guish between the “trivial” thermal relaxation of the sys-
tem and the additional relaxation processes due to the in-
ternal dynamics of the ferroelectric material. The structure
is also useful pedagogically, in that it makes explicit the
data-filtering step, which is always present, if only in the
protocol for taking data.

On the other hand, in aiming the lab at a lower level of
student, we give up some things, too. In particular, in Ref. 1,
students focus more on the data acquisition programming
and thus learn the programming techniques more deeply. In
our case, we have chosen to focus on teaching the structure
of an experiment. This is our students’ first introduction to an
experiment that has the major elements of a “real” experi-
ment: regulation of certain variables and controlled sweep of
one particular variable, coupled with the measurement of the
system’s response.

For this reason, our students use high-level Express VIs in
LabVIEW wherever possible. We also supply sub-VIs that
implement the PID and the curve-fitting to an exponential of
the RC decay data. In Ref. 1, students learn lower-level La-
bVIEW routines and program all parts of the experiment.
Some of that programming is done at home, as all students
are expected to have their own version of LabVIEW. In our
case, we do not require students to purchase LabVIEW. Still,
at the end of the four weeks, the students will have built
up—and understood—reasonably elaborate LabVIEW and
Igor programs that are much more complex than what they
could have achieved easily on their own.

VII. CONCLUSIONS

We have described an experiment on the measurement of
capacitance as a function of temperature in a ferroelectric

material undergoing a transition from paraelectric to ferro-
electric phases. By building the experiment from standard
lab equipment with only an inexpensive amplifier as a cus-
tom part, we were able to afford to build many stations !12
each at two different campuses", rather than a single experi-
ment through which students must rotate.

Although the experiments were inexpensive, they pro-
duced high-quality results, with temperature control at the
mdeg level and capacitance measured to the 1 pF level.
Moreover, the tight integration of all elements in software
allowed data to be taken at 5 Hz for indefinite periods of
time—days, if desired. This creates possibilities for explor-
ing slow relaxation effects, along with the more easily acces-
sible peak in the capacitance at the phase transition tempera-
ture.

The experiment is aimed at second-year physics majors
taking a course on data acquisition and analysis. While one
goal is to explore the physics of the system, in the context of
our course, an even more important goal is to teach the struc-
ture of a typical modern physics experiment at an early stage
in a student’s education. We want to emphasize, in particular,
that there is no “best” way of structuring such an experiment.
Each experiment in a lab course should fit in with the rest of
the course, and each course should fit in with the other
courses in a student’s program. Our version of this experi-
ment was thus optimized against our particular set of con-
straints. In this article, including the supplementary
material,23 we hope to have provided enough detail that oth-
ers can adapt this experiment to their own situation.
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The double-slit electron interference experiment, whose
pedagogical value in illuminating the wave-particle duality
in modern physics cannot be underestimated,1 was for a long
time considered purely of the gedanken variety.

Its first realization is due to Jönsson,2 who, with ingenuity,
was able to produce slits in the micrometer range and to
observe them using a dedicated electron diffraction apparatus
that consisted of cylindrical and rotationally symmetric elec-
trostatic lenses that were used to have the slits illuminated
coherently by the electron beam and to suitably magnify the
diffraction pattern.

An alternative didactic version of the two-beam interfer-
ence experiment uses the electron optical analog of the
Fresnel biprism to produce two virtual coherent sources,
instead of the real ones represented by the slits. Moreover,
the interference phenomena are observed in the Fresnel
!i.e., near-field" instead of the Fraunhofer !i.e., far-field"
region.3–5

Today, advances in technology make it possible to perform
Young’s experiment using commercial instrumentation:
transmission electron microscope !TEM" can perform the
role of the diffraction apparatus and a focused ion beam
!FIB" machining device allows easy fabrication of the slits.6

In this work we report some results obtained recently with
the aim of demonstrating to our students this fundamental
experiment, using the additional flexibility of modern elec-
tron microscopes for which the photographic plate is re-
placed by a charge-coupled-device !CCD" camera, so that
the images can be displayed clearly and directly in real time
on a monitor screen or even on a lecture-hall screen.

The slits were fabricated by FIB milling on a commercial
silicon-nitride membrane window commonly used for TEM
sample preparation.7 The sample consists of a 3-mm-
diameter, 200-&m-thick silicon frame, with a 100
"100 &m square window at the center, covered with a 500-
nm-thick silicon-nitride membrane. The membrane thickness
was chosen to minimize electron transmission from regions
other than the opened slits.

FIB milling was performed with a dual-beam apparatus
!FEI Strata DB235M", which combines a 30-keV Ga+ FIB
with a thermal field emission scanning electron microscope
!SEM", having resolutions of 6 and 2 nm, respectively. The
system allows nanoscale machining by ion milling and a
simultaneous control of the work in progress by high-
resolution SEM imaging.
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